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Creation and Adoption of Large Language Models in Medicine
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IMPORTANCE There is increased interest in and potential benefits from using large language
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models (LLMs) in medicine. However, by simply wondering how the LLMs and the

applications powered by them will reshape medicine instead of getting actively involved,
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the agency in shaping how these tools can be used in medicine is lost.

OBSERVATIONS Applications powered by LLMs are increasingly used to perform medical tasks
without the underlying language model being trained on medical records and without

verifying their purported benefit in performing those tasks.

CONCLUSIONS AND RELEVANCE The creation and use of LLMs in medicine need to be actively
shaped by provisioning relevant training data, specifying the desired benefits, and evaluating

the benefits via testing in real-world deployments.
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arge language models (LLMs) and the applications built using
them, such as ChatGPT, have become popular. Within 2
months of the November 2022 release, ChatGPT sur-
passed 100 million users. The medical community has been pursu-
ing off-the-shelf LLMs provided by technology companies. New
users have been asking how the LLMs and the chatbots powered by
them will reshape medicine.! Perhaps the reverse question should
be asked: How can the intended medical use shape the training of
the LLMs and the chatbots or the other applications they power?
Language models learn the probabilities of occurrence for
sequences of words from the corpus of text. For example, if the
corpus had the 2 questions of “where are we going” and “where are
we at,"” the probability is 0.5 for seeing the word going after seeing
the 3 words where are we. An LLM is essentially learning such prob-
abilities on a massive scale, such that the resulting model has
billions of parameters (a glossary appears in the Box). In 2017,
Vaswani et al’> demonstrated that a certain kind of deep neural net-
work, called a transformer, could learn LLMs that later performed
amazingly well at language translation tasks. Their insight led to the
creation of hundreds of language models that were reviewed by
Zhaoetal 3
Although language models are trained to predict the next
word in a sentence (basically an advanced autocomplete), new
capabilities (such the ability to summarize text and answer ques-
tions posed in natural language) become possible without explic-
itly training for them, which allow the model to perform tasks
such as pass medical licensing examinations, simplify radiology
reports, extract drug names from a physician’s note, reply to
patient questions, summarize medical dialogues, and write his-
tories and physical assessments.* ChatGPT, perhaps the most
popular application, uses an LLM called a generative pretrained
transformer (GPT; version 3.5 or 4.0) underneath to ingest text
and output text in response.
The creation of language models capable of such diverse
tasks hinges on 2 things. First is the ability to learn generally useful
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patterns in large amounts of unlabeled data via self-supervision
(training and interacting with an LLM in the Figure). For example,
a commonly used form of self-supervision is to predict the next
word in a sequence conditioned on prior words, which later identi-
fies the words that go together in general. The GPT-3 model
was trained on 45 terabytes of text data comprising roughly
500 billion tokens (1 token is approximately 4 characters or
three-fourths of a word for English text) at a cost of approximately
$4.6 million.”

Second is the subsequent tuning of the LLM to generate
responses aligned with human expectations via instruction tuning.
For example, in response to the request, “explain the moon landing
to a 6-year-old in a few sentences,” the GPT-3 model suggested
possible completions as “explain the theory of gravity to a 6-year-
old" and “explain the big bang theory to a 6-year-old” (instruction
tuning an LLM in the Figure). Users helped train GPT-3 by providing
the instructions (also called prompts) for which the labelers (hired
by OpenAl, the company that built GPT-3) provided demonstra-
tions of the desired output and ranked the outputs from the model.
OpenAl used these pairs of instructions and their desired outputs
to instruction tune GPT-3.%

Although general-purpose LLMs can perform many medi-
cally relevant tasks, they have not been exposed to medical
records during self-supervised training and they are not specifi-
cally instruction tuned for any medical task. By not asking how
the intended medical use can shape the training of LLMs and the
chatbots or other applications they power, technology companies
are deciding what is right for medicine. The medical profession has
made a mistake in not shaping the creation, design, and adoption
of most information technology systems in health care. Given the
profound disruption that is possible for such diverse activities as
clinical documentation, decision support, information technology
operations, medical coding, and patient-physician communication
with the use of LLMs (estimated in a McKinsey report to be as high
as 1.8%-3.2% of total health care revenues’), the same mistake
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Box. Glossary

Chatbot
A computer program designed to simulate conversation with
human users, especially over the internet.

Deep neural network
A setup for machine learning inspired by biological neural
networks in which computational units referred to as neurons are
arranged in a network that is composed of multiple layers of
interconnected neurons, allowing it to learn complex patterns in
the data presented to it.

Large language model (LLM)
Learns the probabilities of occurrence of sequences of words from
a corpus of text, whose probabilities are learned using textual
corpora with trillions of words such that the resulting model has
billions of parameters.

Self-supervision
A learning approach in which a machine learning model learns
without relying on explicitly labeled data as examples. Instead, the
model generates its own training objective from the input data
without the need for human-annotated data, which can be
time-consuming and expensive to produce. A common type of
self-supervision is in the form of an autoregressive training
objective, in which the model is trained to predict the next word
or token in a sequence, given the previous words or tokens. The
training objective is to maximize the likelihood of the correct word
given the context. Training in this manner is often the first stage in
training LLMs (generative pretrained transformer) and helps the
model learn language structure, grammar, and semantics.
Learning to predict the next medical code in a patient's
longitudinal medical record does not require a human to label
a code as the “next code”; that information is available in the data

cannot be repeated. At a minimum, the medical profession should
be asking the following questions.

Are the LLMs Being Trained With the Relevant
Data and the Right Kind of Self-Supervision?

Medical records can be viewed as consisting of sequences of time-
stamped clinical events represented by medical codes and textual
documents, which can be the training data for a language model.
Wornow et al® reviewed the training data and the kind of self-
supervision used by more than 80 medical language models and
found 2 categories.

First, there are medical LLMs that are trained on documents.
The self-supervision is via learning to predict the next word in a
textual document, such as a progress note or a PubMed abstract,
and conditioned on prior words seen. Therefore, these models
are similar in their anatomy to general purpose LLMs (eg, GPT-3),
but are trained on clinical or biomedical text. These models can be
used for language manipulation tasks such as summarization,
translation, and answering questions. Given the increased train-
ing and use costs of LLMs, it is necessary to investigate whether
smaller language models trained on relevant data may achieve
the desired performance at a lower cost. For example, research-
ers at the Center for Research on Foundation Models at Stanford
University created a model called Alpaca with 4% as many param-
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directly by looking at the sequence of appearance of the code in
the medical record.

Transformer
A deep neural network architecture that is designed to be efficient
at capturing relationships and dependencies between elements
in a sequence, such as words in a sentence.

Instruction tuning
Refers to a kind of tuning in which an existing LLM is adapted
(via tuning) to respond accurately and effectively to natural
language instructions. This process involves continuing to train
the model on a dataset containing pairs of instructions and
corresponding desired outputs or responses. Doing so allows
the model to be more useful in real-world applications, such
as providing relevant information, answering questions,
or following specific commands provided by users in
anatural language.

Tuning
Refers to the process of adapting a pretrained LLM to perform
well on a specific task or domain. This process involves training
the model on a smaller labeled dataset that is specific to the target
task, such as sentiment analysis, machine translation, or
answering questions. For example, in a medical setting, a model
could be tuned for tasks such as summarizing the available past
medical records of a patient or the course of their current
admission. During tuning, the model's weights and parameters are
updated using pertinent examples to optimize its performance on
the target task. This allows the model to build on the general
language understanding it gained via self-supervised learning,
while adapting to the nuances and specific requirements of the
task at hand.

eters as OpenAl’s text-davinci-003, matching its performance at
a cost of $600 to create.®

Second, there are medical LLMs that are trained on the se-
quence of medical codes in a patient's entire record that take time
intoaccount. Here, the self-supervisionis in the form of learning the
probability of the next day's set of codes, or learning how much time
elapses until a certain code is seen. As a result, the sequence and
timing of medical events in a patient’s entire record is considered.
As a concrete example, given the code for "hypertension,” these
models learn when a code for a stroke, myocardial infarction, or kid-
ney failure is likely to occur. When provided with a patient's medi-
cal record as input, such models will not output text but instead a
machine understandable “representation” of that patient, referred
toasan “embedding,” whichis a fixed-length, high-dimensional vec-
tor representing the patient's medical record. Such embeddings can
be used in building models for predicting 30-day readmissions, long
hospital lengths of stay, and in-patient mortality using less training
data (as few as 100 examples).’®

The medical community needs to actively shape the creation
of LLMs in medicine. For example, given the importance of
instruction tuning, the medical community should be discussing
how to create shared instruction tuning datasets with examples
of prompts to be fulfilled, such as “summarize the past specialist
visits of a patient” with its corresponding valid completion
(Figure). Perhaps instead of using GPT-4 at the cost of $0.06 to
$0.12 per 1000 tokens (about 75 words), health care systems
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Figure. An Overview of the Key Issues in Shaping the Creation and Adoption of Large Language Models (LLMs) in Medicine

@ Training and interacting with a large language model (LLM) Instruction tuning an LLM

LLMs are adapted for specific tasks by tuning, or providing examples of instructions
and the expected responses.

Commercial LLMs are trained using large public datasets via self-supervision.

868

“The Pile” is the most used public
dataset that is constructed from
22 diverse, high-quality sources
such as PubMed Central, Wikipedia,
GitHub, ArXiv, and others.

Self—supefvision to learn patterns
to predict the next word and

A user submits an instruction to predict the next sentence

an LLM, and the LLM relies on data
seen during training to respond.

Instruction v

Untuned LLMs are not good at following instructions.

Context

Instruction Unexpected response

Explain the theory of gravity
i toa 6-year-old.

Explain the moon landing
to a 6-year-old.

During instruction tuning, the LLM learns from expert-provided instructions and
expected responses. To respond to medical instructions, LLMs require tuning using
a set of relevant instructions and their expected responses.

Response Expert-provided instruction Context Expert-provided expected response
When was Louis Pasteur born? > 1822 What screening tests Ms Johnson is 55 and has a
should | recommend — EHR —>»| family history of breast cancer.
to this patient? She should be scheduled
for mammography.
Write a story about a lonely cell.
Summarize this patient’s L | EHR Mr Davis was diagnosed with
A user can submit both health history. hypertension in 2020 and treated
an instruction and contextual data for prostate cancer in 1995.
to ground the response. LLM
Instruction Context Response
Summarize this ;en";v;’: m;ﬂg:;gs During reward-based tuning, the LLM learns from expert review of model
news article. article Sl B oquut that r_ewards correct responses and penalizes unexpected, hallucinated,
or inappropriate responses. )
Expert review of responses
Instruction Context r 1
Correct
Summarize this Summarize this patient’s EHR g
b — >
patient’s health —— EHR health history.
history.

EHR indicates electronic health record. A, During training, LLMs learn generally
useful patterns in large amounts of unlabeled data via self-supervision.

For example, a commonly used form of self-supervision is to predict the next
word in a sequence conditioned on prior words, as seen in large public datasets.
Once an LLM is trained, users can interact with it via submitting an instruction
(or prompt), to which the LLM responds with a sequence of words that are its

valid completions. B, As is, LLMs are not good at following instructions. The
LLMs are adapted for specific tasks by providing examples of instructions (blue)
and the expected responses (yellow). This adaptation process is called tuning.
In responding to medical instructions, such as "summarize the past specialist
visits of a patient,” LLMs require tuning using a set of relevant instructions and
their expected responses.

should be training shared, open-source models using their own
data. The technology companies should be asked whether the
models being offered have seen any medical data during training
and whether the nature of self-supervision used is relevant for
the final use of the model.

|
Are the Purported Value Propositions
of Using LLMs in Medicine Being Verified?

Current evaluations of LLMs also do not quantify the benefits of
novel collaboration between humans and artificial intelligence
that is at the core of using these models in clinical settings. The
methods for evaluating LLMs in the real world remain unclear.
Concerns with current evaluations range from training dataset
contamination (such as when the evaluation data are included in
the training dataset) to the inappropriateness of using standard-
ized examinations designed for humans to evaluate the models.
Consider the analogy of evaluating a person for a driver's license.

JAMA September5,2023 Volume 330, Number 9

The person takes a multiple-choice, knowledge-based test. The
car, meanwhile, undergoes safety tests during manufacturing,
some of which are regulated by the government. Then the person
gets in the car for a road test to certify them for a license. The
car does not take a multiple-choice test at the department of
motor vehicles or get certified for driving, but that is the absur-
dity tolerated for LLMs when it is declared that they are certified
to give medical advice because they passed the US medical licens-
ing examination.

The purported benefits need to be defined and evaluations
conducted to verify such benefits. Only after these evaluations
are completed should statements be allowed such as an LLM was
used for a defined task in this specific workflow, it measured a
metric, and observed an improvement (or deterioration) in a pre-
specified outcome. Such evaluations also are necessary to clarify
the medicolegal risks that might occur with the use of LLMs to
guide medical care,” and to identify mitigation strategies for the
models' tendency to generate factually incorrect outputs that are
probabilistically plausible (called hallucinations).
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. |
Conclusion

The building of relevant medical LLMs needs to be balanced with
verifying the presumed value propositions via testing in real-world
deployments akin to road driving tests. If the goal in using such
models is to augment human judgment, and not replace it, adopt-
ing this driving test mindset is critically important. Otherwise, there
is a risk of falling into the trap of automating tasks that individuals

Special Communication Clinical Review & Education

already know how to do, and failing to ask the question of what a
person plus such models could do together that may yield better
medical care.™

Given the highly disruptive potential of these technologies, cli-
nicians cannot afford to be on the sidelines. The adoption of LLMs
in medicine needs to be shaped by the medical profession that can
identify the right training (and instruction tuning) data and per-
form the evaluations that verify the purported benefits of using LLMs
in medicine.
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