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Brain Networks and the Human Mind

Armed with background information about intrinsic connectivity :mg.o_._a (ICNs),
we will now consider how brain systems are thought to create the mind and how
dysfunction within and across brain networks may contribute n..u psychiatric symp-
toms and psychiatric disorders. For this discussion, we will continue to use the defi-
nition of “mind” outlined in earlier chapters and championed by Joseph LeDoux in
his book Synaptic Self. According to LeDoux, the mind is the result of activity in
brain circuits that allows humans to do three things: think (cognition), attach value
to things (emotions), and set and achieve goals (motivation). It is our premise that
all major psychiatric disorders involve defects in each of these three aspects of mind
but that dysfunction in a given aspect of mind does not necessarily imply that there
is specific pathology localized to that system. Rather, effective processing in inter-
linked systems depends upon appropriate and accurate inputs from other networks,
and pathology in one system can result in dysfunction in another. Two examples
cited earlier highlight this. First, in disconnection syndromes such as hemineglect,
the lack of appropriate input from a damaged system results in peculiar interpreta-
tions by the remaining undamaged systems. This concept that healthy brain regions
may make peculiar interpretations when confronted with problematic input from
other regions seems to be a basic principle underlying the way the brain works.
Second, illnesses like Alzheimer’s disease may initially result from a preferential
attack on a specific ICN early in their course, although clinical manifestations, even
at very early time points, involve more widespread defects in cognition, emotion,
and motivation. These latter concepts have been extended recently in studies exam-
ining connectivity in brain networks that have sustained damage from focal lesions.
It appears that damage that is confined to a single network (e.g., a cognitive control
network) results in dysfunction and altered connectivity in intact nodes within the
damaged system but does not result in rearrangements within a closely related but
undamaged network. Nonetheless, interactions between the two networks are
altered because of defective processing within the damaged system,

COGNITION (THINKING)
(<c-._a=n Ee-:c-.% and Prefrontal Cortex

qh.._n.a is little n_oc.v”.”_sn human cognition is extremely powerful. It gives us the
ability to process distinct inputs from the external world and to combine these inputs

with our personal internal world, including evaluation of our current state of 1
being and memories. Such integration requires coordinated activity in regions c—m.”r A
brain that are highly connected, the “conver, gence zones” in LeDouy's Hmzsia :
For us to become aware of what we are thinking, we must hold those Eo:MrmH
«on-line” in conscious awareness. Thus, it is no surprise that the brain has :m?‘o_._ﬁw
devoted to this process. Cognitive scientists refer to this as “working memory” While
working memory does not result from activity in a single brain region, the prefrontal
cortex (PEC), particularly the dorsolateral PFC (dIPEC), plays a major role. When
we are consciously thinking about something (like what we had for lunch today or
what we have to do this evening), dIPFC is dealing with this information,

Working memory may represent the most basic aspect of what it means to think
consciously. This function has several key features. First, working memory is not a
storage device. Rather, it seems to be a series of operations that pulls information
from multiple sources and keeps track of that information while it is being used—a
kind of “scratch pad” processing. Second, working memory has limited capacity, and
it must be continuously updated for a person to remain conscious of current thoughts
and stay on track with a task. It is estimated that working memory can hold about
five to nine items at a time. In psychology, this is referred to as the “seven plus or
minus two” (7 + 2) rule, and it is thought to be the cognitive basis for the use of
seven-digit phone numbers and the fact that humans are not particularly efficient at
handling multiple tasks at the same time, given that most tasks have multiple sub-
components. Recent work has shown that even though humans believe they are
good at multitasking, individuals who are frequent multitaskers, particularly those
who use multiple types of media, are actually highly distractible and have more dif-
ficulty completing tasks than people who try to do fewer things at a given time using
amore limited repertoire of media. In part, this distractability reflects overloading of
working memory and the way our PFCs seem to work naturally. Although working
memory capacity is limited, it can be frequently updated, and this updating may be
important for the ability to maintain a stream of thoughts while “thinking” How
io..E:m memory is continually updated is a matter of active study; some evidence
suggests the importance of inputs acting on NMDA-type glutamate receptors and
the involvement of dopamine D1 receptors as a filtering device. Persistent neural
activity in dIPFC is also likely to contribute.

How Does the Brain Select Thought Content?

While the network involved in working memory s critical for conscious thinking,
the brain must figure out how to choose the content of our thoughts—how to select
what to include in our thinking and what to exclude. It appears thatat least two other
ICNs play a major role in this process—the default-mode ICN .:a..s ICN woq
ICNs) regulating attention. Working memory is closely associated with p:»i:”.:
Networks and appears to involve at least two essential operations that draw c._uoﬂ. _w
Association: a mechanism for “selecting” items that engages the _‘85_. Ewm:o__ _,w:

tal sulcus, posterior cingulate cortex, and precuneus, and an “updating” operation
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that involves the caudal superior frontal sulcus and posterior parietal cortex. This
nv : :
1 M WESB helps to change the focus of our attention (see the Appendix for loca-
atter
tions of key brain regions). . 0 it .
As n_amowv& in Chapter 3, functional imaging studies indicate that human braing
ver really idle or at rest. When we are not engaged in an active task, certain
e : f metabolism and blood flow; this s

i i ive in terms O
regions of the brain are very active In
o:Mm_ of the primary reasons the brain uses so much energy. Task-dependent energy

use is a relatively small contributor (5% or _ommv.no o<2”p= vnmm,: energy demand
compared to this baseline activity. When a persons m:.m:.:n.S is n_:n.nnmm nw a Bm_ﬁ.ow
interest, activity in the regions with high baseline use diminishes ei.:_m brain activity
s required for the specific task increases. When we shift away from the

in the region S EAE ik
pecific task to a more relaxed” brain state, activity

focused attention required foras| e,
in the brain regions required for the task decreases and the background activity once

again increases. Various functional imaging studies mowm:m.:m _..o.i r::.u:m. process
different types of information have found the same set of brain regions to be involved
in this high baseline (background) activity. As mentioned in Chapters 2 and 3, this
led Marc Raichle and colleagues to refer to this brain network as a “default system”
The default-mode network involves a distributed collection of connected brain
regions that includes the ventromedial PFC, the posterior cingulate and retrosple-
nial cortices, the precuneus and parts of the ventromedial temporal lobe, the hip-
pocampus, and the inferior parietal lobule (see Fig. 2-1). Importantly, some of these
same default regions overlap with the working memory system; this is not surprising
given that when we are awake we are usually thinking about something, even when
not doing a specific task.

When we focus attention on a task (e.g., doing a math problem or reading this
sentence), we must engage working memory and shift out of the default state into a
mode that engages the ICNs required to perform the job at hand. A key component
of this attention-shifting process is an ICN that Maurizio Corbetta refers to as a
‘reorienting system.” In the visual system, this involves cortical circuits in the right
(nondominant) hemisphere that link frontal and parietal lobes. It consists of at least
two pathways: a ventral circuit that interrupts current thinking and resets attention
to the new task and a dorsal pathway that selects the new objects of attention and
links them with ICNs appropriate for the needed computations. Figure 4-1 presents
a diagram of the dorsal and ventral reorienting networks.

The ventral path acts like a type of “circuit breaker” that allows us to change our
cognitive focus and shift our attention. It is triggered by task-relevant stimuli and
allows us to switch from the internal focus of the default system to operations that
address specific external demands. The dorsal pathway helps to select the specific
items of focus and to evaluate the nature of the external variables in order to deter-
mine the content of working memory that relates to the specific stimulus at hand. In

other words, the dorsal system seems to prioritize external (world) demands while
Gm. default system prioritizes internal (self) information, Perhaps because of the
limited capacity of working memory, we usually don't perform both of these tasks at
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Dorsal Network: Directs Attention
Selects & Links Items (“Top-Down 0252..\
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Superior Parietal Lobule

Ventral Frontal Cortex
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Ventral Network: Alerts Attention
Interrupts Current Selection (“Circuit Breaker”)

Figure 4-1 Attention and frontoparietal reorienting networks. The diagram depicts key brain
structures thought to be important in reorienting and attention networks as described by Maurizio

Corbetta and colleagues.

the same time, or at least we don'’t perform both efficiently at the same time. Put
another way, daydreaming doesn’t usually help with getting one’s job done.

PFC Does More than Working Memory

Inaddition to its roles in working memory and attention, the PFC is also critical for
many other cognitive tasks, including planning and decision making, drawing infer-
ences, determining cause-and-effect relationships, and making predictions about
things, people, and events by determining regularities and patterns. These are some
of the so-called “executive” functions of the brain and represent the highest-order
levels of cognitive processing.

Using this executive function analogy, Elkhonon Goldberg has described the
PFC as the “chief executive officer” (CEO) of the brain. As is true of corporate
CEOs, this analogy indicates that the PEC is probably not the site where all jobs
AnoBv:B:ocmv are performed or even the site with the skills needed to solve a given
problem. Rather, the PFC knows “who” in the organization has the abilities required
fora given task and refers the “job” to those regions for processing. The results are
then fed back to PFC for further analysis, evaluation, and decision making. The var-
ious subdivisions of the PFC are among the most highly connected ?.mwosm o,m the
_.,Bmslno:ﬁnmm:nm zones where inputs from many sources are combined, inte-
grated, and then used to signal other brain regions in order to generate responses.
The great expansion in size and connectivity of the PFC over the course o;cﬂ.a:
evolution is thought to be one of the major contributors to the advanced cognitive

Capabilities exhibited by humans compared to other species.
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i dling the uncertainties that
M_Hmwwmmwoﬁ»n W_M“.M_RQ mgm complete imozswzo: upon which to E&wﬂ a deci-
sion, and most problems do not have m_.Bv_w right or .s:o:m. u.smima. e PFC
with this ambiguity. Sometimes, it is forced to make
assumptions about missing information in order to B.mrm a decision. \.rm we will &.m.
cuss later, the nature of the gaps in accurate 5-,9‘3”_:9.3 nommﬂr.m_. «.S»r the way in
which the PEC fills in these gaps, may help explain certain psychiatric symptoms,

The PEC draws information from all over the brain, including sensory systems

and other key convergence zones such as the parietal cortex and the hippocampus,
in other regions of neocortex in

appears well suited to deal

The PEC also has access to information “stored”
long-term memory, and it can call upon that information to generate new solutions,

In the words of computer scientists like Jeff Hawkins, the brain does not actually
compute answers to problems. Rather, it searches its memory banks to “remember”
solutions—even to “remember” solutions to new and ambiguous situations. Others
refer to this as the ability of the PFC to “remember the future.” Although the future
really doesn’t mean anything to our stored memories, the PFC, often io_._c.sm in
conjunction with the hippocampus, tries to utilize prior information and apply it to
new situations.

One can imagine that the various functions of the PFC make this brain region
extremely complicated in terms of its internal anatomy and its inputs and outputs,
To avoid getting lost in too much detail, we will use a simple scheme that divides the
PFC into three major subsections: lateral, medial, and ventral. Lateral PFC, particu-
larly the dorsolateral aspect, appears to contribute significantly to working memory;
itis most developed in higher-order primates and humans. The medial PFC includes
anterior cingulate cortex and is involved in decision making and selecting outputs to
be implemented. This may be the true “executive” region of the brain. The ventral
(orbital) PFC is coupled to the brain’s emotional-processing systems; it provides a
way for emotions to affect decision making and, in turn, helps to regulate emotions.
The PFC has diverse efferent (outflowing) connections throughout the brain that
allow generation of a complex array of responses. Table 4-1 and Figure 4-2 presenta
description of subregions within the PFC and their proposed cognitive functions.

One of the key PFC connections is a close coupling with specialized ICNs
for language in the dominant (usually left) cerebral hemisphere. This coupling to
sophisticated language ICNs is most highly developed in humans, and it provides
humans with the ability to think in terms of language. Language provides the basis for
generating conceptual metaphors, analogies, and categories—types of thinking that
p__oi_.__wswsm tomove beyond simple perceptions into the realm of complex concepts.
ey et e
Sy ?53“ > nm_“mv Mh.x?.&m abstract ideas (like affection and love) in
irgaly tike (£ ! q » c0'd). This type of abstraction is so natural for us that we

8 v\ i m;ds and it pervades many of our abstract ideas, including con-
cepts in math and science (eg. the idea that numbers are poi i of
r— points on a line or values
positions in a game), Understanding human thought often requires deciphering the
quires deciphering
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Table 4-1 Frontal Cortex: Subdivisions and Proposed Functions

Dorsolateral prefrontal cortex (dIPEC)

. Working memory
. Top-down control of attention, emotions, and impulses

. Reasoning and dealing with ambiguity
Anterior cingulate cortex (ACC)

. Conflict monitoring

Dorsomedial prefrontal cortex (dmPFC)

« Error detection

« Reality monitoring

Ventromedial prefrontal cortex (vmPFC)

« Emotional regulation

« Self-reflection

Orbitofrontal cortex (OFC)
« Affective value of stimuli and reward expectation

« Impulse control

metaphor being used to express a concept. In some psychiatric disorders, defects in
this type of abstraction can result in “concrete” (rigid) thinking and problems in com-
munication. Psychiatrists sometimes try to assess this by having patients interpret
simple analogies or proverbs. Misunderstanding the metaphor or abstraction can lead
to a total inability to understand the message an individual is trying to communicate.
In addition to generating responses via interactions with language ICNs, the PFC
has the ability to direct other regions in their responses. This is referred to generi-
cally as “top-down processing,” reflecting the fact that this mode of control uses the
highest levels of the brain to regulate more primitive systems, like emotions, motiva-
tion, and motor function. For the PFC to exert top-down control, several ICNs have
evolved that utilize different time scales in order to accomplish PFC-mediated cog-
nitive control. One such ICN involves a frontoparietal system that provides a means

dIPFC

L ¢ fk
I lgure j-a2 Key regions of frontal cortex. The diagram shows the pv?.cr:r:n _og.:_o.”_u_wo:”v\
fegions of the PFC that are listed in Table 4-1. See Table 4-1 for abbreviations. (Adapte:

Damasio, 2005, with permission.)
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g control (not unlike the operations involveg

" . d adjustin
for rapidly altering focus and adj ercular regions of the PEC and the

: ; ICN involves the op
in attention). A mm.ﬂwﬂamc_o.ovﬁn:_ﬁ system plays a role in more persistent
maintenance over the duration of a task. (The fronta]
“operculum” is the most posterior part of the inferior frontal gyrus and includes
Brocas speech area in the dominant hemisphere.) moﬁr.om.”romm systems take advan-
res in the PFC that are involved in working memory as well as other
on making. There is also evidence that the cerebellum, 5
may participate in Bo&»zsm inter-

cingulate cortex;
control by providing stable

tage of structu
regions involved in decisi
structure primarily involved in motor function,
actions between the frontoparietal and cingulo-opercular control systems. This
latter observation is an indication of how complex neural circuitry can be and how
defining a brain region as “motor,” “sensory,” or ‘cognitive” can be a bit arbitrary and
function-dependent.

These two cognitive control systems utilize a number of strategies to regulate
function. Two examples are referred to as “proactive” and “reactive” strategies,
Proactive strategies bias attention, perception, and action toward a goal, while reac-
tive strategies respond only when they detect a need for changes, a type of error
correction. Interestingly, age may affect which strategy is used for cognitive control,
with older persons being more reactive and younger persons being more proactive.
It also appears that individuals can be taught to adapt and change their preferred
mode of control, and this may provide a target for psychotherapy and rehabilitative
strategies. It is important to emphasize that top-down control over emotions and
motivation can be extremely difficult and energy-demanding. The more primitive
centers of the brain are not designed for this type of control, and it is clear that
they can generate responses and behaviors independent of the PFC. As noted by
LeDousx, this may be a reason that knowing and doing the right thing can be difficult.
Figure 4-3 presents a diagram highlighting how several forms of top-down process-
ing are thought to operate.

PFC and Neuropsychiatric Disorders

Complex higher-order information is processed in the PFC, and as a result this brain
region s often implicated in dysfunction accompanying neuropsychiatric disorders.
While abnormalities in PFC function (e.g,, problems in decision making or top-
down control over emotions) may suggest abnormalities in the PFC itself, this may
not necessarily be the case. Rather, the PEC may perform poorly because it receives
misinformation from other regions or because it js disconnected from key inputs
and outputs. Problems with input or output to the PFC may result in clinical symp-
toms. For this reason, Elkhonon Goldberg has likened defects in executive function
to :ozm.vmn_.mn physical symptoms like “fever” In other words, abnormal executive
processing says that something is wrong with brain function: it just doesn't tell you
what is wrong or where the primary problem is Jocated :
Difficulties in dealing with ambiguity m .

BT ay be one of the earliest manifestations
of PFC dysfunction in psychiatric illnesses -

- Ambiguous or confusing information,
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Ventromedial PFC

Dorsolateral Anterior .
PFC Frontopolar Ctx PFC _s_._.wﬁﬂ
Fronto-parietal Net lo-opercul
Inferior Parietal Sulcus Amygdala Anterior Insula
Inferior Parietal Lobule N. Accumbens Frontal Operculum Dorsal
Mid Cingulate Cortex VTA Dorsal Ant. Cingulate | | Striatum
Precuneus Med Superior FC
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Adaptive control Emotional & z_mwmw‘.m control
Interpret & initiate motivational m_“~WMﬂmwmu_ox wﬂnﬂ.&
i control Inhibition
Attention & thought ntro, Reality testing

Figure 4-3 Top-down processing: prefrontal cortexand control networks. The diagram depicts some
of the key PFC regions and networks providing top-down control over mental processing, Included
are the adaptive control and stable-set control networks discussed in the text and described by Steve
Petersen and colleagues. See the Appendix for location of key structures.

for example, may lead to actions that appear bizarre. Problems in dealing with uncer-
tainty can lead the PFC to instruct lower brain regions to respond with outputs that
are not appropriate for the task. For example, the PFC may receive erroneous infor-
mation that all of a person’s shoes are missing. The response may be accusations that
family members or unknown intruders stole the shoes. In reality, the person has
impaired memory and forgot that she hid her shoes under the bed. The output hasa
delusional quality but likely results from the fact that the PFC received only part of
the data necessary to come to a correct conclusion. Similarly, the PFC may direct
stereotyped behavioral responses (e.g., outbursts of temper) to deal with uncertain
and stress-provoking situations. Individuals who are “stressed” tend to use habitual
eernE% learned) responses in preference to higher-order goal-directed behaviors
when confronted with new challenges. This is an energy-saving strategy in that
habitual responses require little forethought or planning; nonetheless, %ﬂo
responses can be inappropriate in many settings. This may bea particular problem in
individuals who have certain types of personality disorders, where o<2..._3.3& .Sm
stereotyped responses seem to rule the day, particularly when the individual is
stressed.,

One of the major problems in detecting defects in PEC function is 5.,: current
clinical tests of its higher-order processing are relatively crude compared i pmmmmH
Gmsz of motor, sensory, or language function. Clinical tests as ,.%: as an mo““ ; s
ticated neuropsychological tests are better at monitoring defectsin working Bm : N
and attention than at determining how patients respond to and make decision
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real-world and ambiguous situations.
discussions about psychiatric disorders.

Perception Is Cognitively Complex
it is important to consider how the brain

sion of human cognition, 4
¢ brain has sophisticated systems that process unimodal

al primary senses), but higher-level process.

In any discus
actually perceives input. Th
types of input (e.g., input from individu : .
ing involves a complex interplay between unimodal inputs to primary thalamocorti-
al regions processing multimodal associations (association

cal regions and cortic e (s
cortices and PEC). The structure of small-world networks is important in this regard,

with regions like the PFC and parietal cortex being among the most highly con-
nected areas in brain circuitry. This complex connectivity between primary inputs
and working memory largely guarantees that most of what we consider as a con-
scious “perception” is highly processed information. Some cognitive scientists con-
clude that there is really very little primary perception in our brains and that most of
what enters conscious awareness is highly filtered and interpreted—but not neces-
sarily correct from a factual standpoint. Michael Gazzaniga described this well by
referring to the brain as a “self-concerned interpreter.” What we believe is happening
around us and to us is actually an amalgam of sensory inputs, memories, context,
and internal state (emotions and motivations) interpreted by the PFC with abstract-
ing techniques to pigeonhole and simplify incoming data. Examples of the latter

include the use of abstract categories (e.g, “plants,” “animals,” or “sports”), meta-

phors, and analogies that help to channel and organize thoughts about a new experi-

ence. In fact, as a result of the costly energy demands of higher-order processing, the

brain, particularly the PFC, must take shortcuts and use its memories to make pre-
dictions about what it is experiencing. The brain rarely takes in a complete picture at
one time, but rather focuses on part of a scene and makes “guesses” about the rest.
As noted by Gregory Berns, these shortcuts represent a way for the brain to avoid
overload. Using this type of processing, the brain changes a perception only when it
realizes it has made a mistake. Recognizing mistakes and generating “error signals”
are very important parts of the process of perception, and to the extent that error
correction is defective, misperceptions can dominate conscious experience (e.g,
bad moods, delusions). Internal error correction is a form of. cognitive “reality check”
and is fundamental for dealing with complex situations.

Lateralized Brain Funetion and Cognition

The brain uses different modes of processing to make predictive interpretations
ncoE_ the world, and .:8 two cerebral hemispheres seem to process information in
MMMM“:M:BQ _2‘: distinct s@ﬁ. ,.::.m concept is important when considering how
vt H_rn _Maw are _paa__m.& In cortex. It is clearest with regard to language
fr 5?5“ . ic ! ..:m Eo.n...mm& in the _.nm Eo:_:a:c hemisphere. In contrast, spa-

ation is processed preferentially in the right (nondominant) hemisphere.
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We will return to these issues later in oyr

Emotions also appear to be .&5»3:3»:% processed in neocortex, with the right

hemisphere P _uv;:.m Em. S —. e o interpreting and generating emotional

responses. Strokes _:<o_<_=m. ﬁrw right hemisphere can be associated with defects in

= otional experience resulting in several types of aprosodias, which are clinical syn-

dromes that involve expressive and/or receptive problems in emotional signaling,
Examples of defects include inability to express specific emotions (eg, appearing
bland or blunted rather than sad) or difficulties in interpreting the emotions of
others (mistaking anger for another emotional state or failing to even recognize that
an emotion is being expressed). Both types of problems can lead to major defects in
social communication and interpersonal interactions.

Studies of patients with “split brains” have been highly instructive for under-
standing Jateralized processing in the cerebral hemispheres. Typically, these indi-
viduals have had intractable epilepsy and have had their corpora callosa severed
2@3:% in order to prevent seizures from spreading from one hemisphere to the
other. The corpus callosum s a large fiber bundle in the middle of the brain that con-
nects the two cerebral hemispheres. Studies of split-brain individuals have yielded
unique insights into how the hemispheres operate in isolation. The left hemisphere
appears to seek logic and cohesiveness in its responses. It does not appear to be con-
cerned with being factual or correct, but only with giving a coherent story. It gener-
ally doesn’t admit that it doesn’t know something, and it will “make up” an answer if
needed. For example, in the hemineglect disconnection syndrome resulting from
damage to the right hemisphere, the undamaged left hemisphere generates the story
that the paralyzed hand belongs to someone else. In contrast, the right hemisphere
seems concerned with accurate details and has difficulties dealing with inconsisten-
cies. Unfortunately, this hemisphere does not have a direct language module, so it
tends to express itself through emotions and feelings. These differences between the
two hemispheres may contribute to the observation that strokes involving the ante-
rior left hemisphere are more commonly associated with depression than lesions of
the right hemisphere. When the left side is damaged, the right hemisphere recog-
nizes there is a problem and becomes “worried,” expressing its concerns through
negative emotions. In the presence of similarly placed anterior lesions of the right
hemisphere, the left hemisphere typically has no problem going about its business,
butitis not held in check by the emotional control imposed by the right hemisphere.
This may result in the development of manic-like (or impulsive) behaviors in some
cases.

Why these differences in hemispheric function evolved, particularly with Rm.aa
to logic and emotion, is not clear, but it may reflect, in part, the way information
from the autonomic nervous system is processed in the brain. Input from the sy
Pathetic nervous system conveying data about arousal and survival is Enmﬁm::p_:‘

Processed in the right forebrain, while input from the parasympathetic nervous
left. Interestingly,

SYstem involving relaxation and affiliation is processed on the
4 : iffe er,
these different inputs and modes of processing appear to have different Mz, w
i : -spari ri
ME::.B:...E& with left (holistic) processing being more energy sparing and rig
%S:.o:.m:”m& processing being more energy-intensive.
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Intelligence and Cognitive Flexibility

ial discussion about cognition, we would like to make o few
nintelligence and its potential relevance to psychiatric digo;.
ders. “Intelligence " is a _._v~ nvm.nm& no:nmm b m%m:o m:mn_m.o_v.. It
reflects the contributions of a variety of brain regions u.:& IC A moamz::m of
an emergent property of the brain. Eﬁrocm.r m.ovnnmm‘ italso mvvm.»a.wr& there may
be different types of intelligence and that individuals can vary signi .B::w acrogg
these domains. These include abilities involving _uzm:umw. Bmﬁra._?,.:nm and logic,
music, movement/athletics, spatial _.m_maosmm:vm\ and .moeu_ ?:n:oz.. Social intell;.
gence reflects the ability to understand one’s own &:.n_ and the minds of A.:_x?
Emotional understanding and empathy might constitute a separate form of inteljj.
gence, although this may be a subset of general social _:ﬂm___MmJno. These w»:.oﬁ
forms of intelligence can be difficult to measure, and many clinically used instry.
ments based on verbal and nonverbal intelligence quotients (IQ) are subject to cul-
tural biases and leave a lot to be desired. Nonetheless, defects in IQ performance can
be important for identifying areas of functional impairment that can impede educa-
tional, social, and occupational activities. Also, while high performance on IQ tests
is not protective against neuropsychiatric disorders, low intellectual performance is
associated with increased risk for several major disorders, including depression, sub-
stance abuse, and psychosis. Similarly, intellectual capacity may be important for
predicting persons at greatest risk for dementing illnesses as well as the course of
dementia. An example of this comes from the Nun Study, a longitudinal study that
examined the long-term outcomes of women living in a cloistered religious order. In
early adulthood, those entering the convent were asked to write autobiographies.
Women whose writings demonstrated more advanced and complex writing styles
fared betteras they aged in terms of cognitive performance and risk of dementia. The
reasons for the differences are not certain but are consistent with a “cognitive reserve’
hypothesis in which greater intellectual capacity may help to buffer illness. Top-
down processing and emotional control also appear to benefit from greater intel
lectual capacity. Nonetheless, being “smart” in one domain does not necessarily
predict intelligence in the other spheres, and it is unclear whether different forms of
intelligence result in different abilities to top-down process and control emotions
and motivation. Itis also clear that the brain circuits underlying “intelligence” involve
multiple cognitive processes and that these functions often involve computationsin
fr 9..8_. parietal, and temporal cortices and the interconnections among these
regions. In particular, high intelligence may reflect the benefits of small-world net:
work processing outlined earlier.
o0 s el iy et el
can have significant ::Emﬁ o % ” person’s social :o.ﬁio_‘r and support sys M_m
area of social intelligence is import =~ n.an Om.:_o::._ n__mo_‘.mm_,m e .d:;.?:
individual o e o:,v. ant in psychiatry, In particular, the ability 0
ers have
and to draw inferences about the
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spe ech, verbal tone, u.:a :o‘:<owvm_.n=mm is important in connecting socially with
others and in developing satisfying interpersonal relationships. Understanding thi
ability has led to the concept of “theory of mind” (TOM); that is, we %c%o s
wtheory” about what others are actually thinking and meaning. TOM implies %s”
humans are often (if not always) trying to “read” the minds of others. This is an inter-
esting concept when one considers how bothersome such thoughts can be to indi-
viduals with psychosis, who often struggle with the notion that people are readin
their minds or putting thoughts into their heads. Reading each other’s mind js 3 ?Em
tenet of how we relate and develop understanding of the intentions, actions, emo-
tions, and words of others. Activity in the medial and inferior PFC and superior tem-
poral sulcus, likely including the face area in the fusiform gyrus, appears to contribute
significantly to TOM processing. Interestingly, some parts of the PFC have neurons
(called “mirror neurons”) that seem particularly adept at TOM:-type processing.
These neurons fire in response to perceived actions of others and initiate actions that
mimic what is perceived in the other person’s behavior, including his or her move-
ments. Defects in TOM have been observed in multiple psychiatric disorders,
but they may be most prominent in autism, where major defects in social attachment
and reciprocity are cardinal features. Individuals with autism-spectrum disorders
appear to have diminished capacity to perceive agency (planning, intention and self-
control) in others. Similarly, misattributions about mental states may represent a
type of cognitive defect in other disorders. For example, attribution of agency to
inanimate objects is observed in schizotypal thinking (called “magical” thinking).

EMOTIONS: COMPUTING VALUES AND MEANING
What Values, What Meaning?

Emotional processing, the second component of the mind in LeDoux’s scheme,
allows humans (and other animals) to attach value to the things they encounter. The
brain systems involved in emotion are evolutionarily old compared to the PFC; even
rodents have emotional-processing systems that are organizedina fashion similar to
the networks found in primates and humans. There is little doubt that these systems
playan important role in survival: emotions allow us to assess a situation rapidly and
unconsciously, and determine whether it is safe or a threat. These are the computa-
tions that allow us to make “gut” decisions. Emotional systems are also designed to
take control of brain function and drive behavior when activated. For example, .zn
have all had the experience of becoming startled upon hearing a sudden noise, B_n.:_w
defensive postures before we ever become consciously aware of what is vawz_:m.
The initial sensory input (vision or sound) is processed subcortically .Se_.pn:E:..m
key survival systems. Cortex s involved secondarily and can then put conscious con-
straints on motor behavior (called “response inhibition” in nomzz.«.é terms). For
“Xample, we may move away from a snake before we consciously realize that Hm EM
even doing so. After moving away from the snake, we then understand the dange

and consciously decide to move to even safer ground.
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There is some agreement that humans have six ..va_:wQ; o_:.o:osn rmwv_.snmx
sadness, fear, anger, surprise, and disgust. Contempt is also included in som
schemes. These are considered primary emotions for two _‘nu.mowm“ they appear ¢,
occur in all human populations and they are expressed in a similar fashion ?asm
similar facial expressions) by people of different cultures. Human emotional Jif,
is much richer than the primary emotions, however, and we also have many secong.
ary emotions that relate to social interactions. These include guilt, shame, emba.
rassment, jealousy, pride, and love, among others. Although these secondary
emotions have major impacts on our lives, it is not clear that they are processed in
the same way as the primary emotions or how they may derive from the primary

emotions.
Given that primitive brain systems underlie emotional processing, it is also usefy]

to think about emotions from the perspective of other animals. Jaak Panksepp has

described the existence of seven major emotional systems in animals. These include

networks for lust (sexual approach), care (maternal nurturing), joy (play), fear (danger),
rage (anger), panic (separation distress), and seeking (exploration). Similar to emo-
tions in humans, Panksepp views these systems as rapidly encoding information
about whether an encounter is life-sustaining or life-threatening and driving adap-
tive and instinctual responses to appropriate action. Panksepp has further argued
that these primary systems in animals extend to humans and could serve as potential
“endophenotypes” for describing the underpinnings of psychiatric disorders.
Endophenotypes are observable (and usually quantifiable) traits that are likely tied
much closer to genes and neural systems than complex illness phenotypes (such as
disorders and syndromes).

How Are Emotions Processed?

All emotions represent brain computations that include an analysis of incoming
information and a subsequent output based on that analysis. In this model, a stimu-
lus is initially perceived either consciously (in the cortex) or unconsciously (in sub-
cortical structures). Specific brain systems process this perception and generate a
bodily response. This response is often a change in the output of the autonomic ner-
vous system, the system regulating basic body physiology (e.g., heart rate, blood
pressure, respiration, and temperature). These bodily changes are also detected by
the brain and can be incorporated into the computational mix. For example, becom-
ing afraid increases heart rate. This in turn can be perceived by the brain, leading to
?:rm._. increases in heart rate in a positive feedback loop. At the point when bodily
sensations and context are recognized consciousl
ence what Antonio Damasio calls 2
emotional state,

y in working memory, we experi-
“feeling,” the conscious representation of an
S Atseveral places along this processing path, we can take behavior!
action in 3%0::% to the emotion, This might occur once we become consciously
aware ow. the “feeling” At that point, the PFC can drive voluntary behavior
>:w3p:<a_x and perhaps more interestingly, a behavioral response can occur before
or simultaneous with changes in heart rate and respiration, before neocortex has
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become involved and before we are conscious of what js going on. This is one of th,
major vl:&v_mm of emotional systems: they do not need cortext "
tions and to effect behavioral change. This makes them both
tially problematic.

How does this happen? It appears that there are severa] subcortical and cortical
networks that contribute to emotional processing. As a result of work by LeDoux,
Michael Davis, Zm.nr.»o_ mmnmm_.oi. and numerous others, the system that is under-
stood in most detail is the one involved in processing fear, a primary emotion expe-
rienced as clearly in rodents as it is in humans. In fear processing, the amygdala, a
complex walnut-shaped brain structure with multiple sub-nuclei deep within the
temporal lobe, is a principal player. When a fear-generating stimulus is encountered,
information is routed initially through the thalamus, a subcortical way-station for
processing sensory and other inputs. The thalamus connects directly to the amygdala
for rapid assessment of inputs and also sends input to sensory neocortex for more
detailed assessment and interpretation. This simple routing allows the amygdala to
drive defensive action via its own direct connections to stress and alerting systems in
the hypothalamus and brain stem as well as to the striatum and motor system before
cortex ever gets involved. The nature of synaptic contacts and synaptic delays ensures
that the amygdala gets the information before the cortex, given that more synapses
are required to get the data to cortex and distributed within cortex to working
memory. Adding to this, recent studies indicate that the amygdala also has direct
chemo-sensing properties of its own and uses acid-sensing ion channels (ASICs) to
detect changes in brain carbon dioxide levels or acid-base balance. Thus, the
amygdala can do its own direct sensory processing; in turn, this can generate rapid
emotional responses, including fear. This may be one of the reasons why changes in
respiration G.va?m:n:sao:v are so closely intertwined with emotions. Figure 4-4
highlights neural circuitry involved in fear processing (and anxiety) and the central
role of the amygdala.

The direct input from the thalamus (or cortex) flows to the lateral nucleus of the
amygdala for initial processing. The Jateral nucleus connects directly to the central
and basolateral amygdaloid nuclei, which regulate emotional processing and gener-
ate output to regions controlling alertness, defensive behaviors, and hormonal
responses, with the central nucleus playing the key role as a driver om. baputin
other brain regions. These output regions include brain-stem nuclei mcé:,sm
arousal and motivation (e.g, the norepinephrine, serotonin, and dopamine trans-
Mitter systems) as well as systems regulating neuroendocrine ro::o.:& R.%w:.mwm =w
the hypothalamus and systems mediating freezing responses (behavioral inhibition
in periaqueductal gray. The amygdala is an important activator of stress wﬂ:ﬂﬁ.:”
like cortisol via its connections with the ?2%:52_2 nucleus (PVN) of t or.wh:.
ﬁrp_pacm‘ resulting in the release of corticotrophin-releasing fQS Am_E“N_.o e”.B_Mzov
turn stimulates the pituitary to release ACTH ?&m.:ono:_non.-,om _nno:._wo_ ﬁ_oou”
ACTH acts on the adrenal glands to promote mnnqﬁ_.os of no:”o ..: .
many things to mediate stress responses, including ..8.:« on :_M. —”_Apzna il
fashion, Interestingly, changes in the regulation of cortisol secretio

0 do their computa-
powerful and poten-
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Given that primitive brain systems underlie emotional processing, it is also usefy]

to think about emotions from the perspective of other animals. Jaak Panksepp has
described the existence of seven major emotional systems in animals. These include
networks forlust (sexual approach), care (maternal nurturing), joy (play), fear (danger),
rage (anger), panic (separation distress), and seeking (exploration). Similar to emo-
tions in humans, Panksepp views these systems as rapidly encoding information
about whether an encounter is life-sustaining or life-threatening and driving adap-
tive and instinctual responses to appropriate action. Panksepp has further argued
that these primary systems in animals extend to humans and could serve as potential
“endophenotypes” for describing the underpinnings of psychiatric disorders.
Endophenotypes are observable (and usually quantifiable) traits that are likely tied
much closer to genes and neural systems than complex illness phenotypes (such as

disorders and syndromes).

How Are Emotions Processed?

All emotions represent brain computations that include an analysis of incoming
information and a subsequent output based on that analysis. In this model, a stimu-
lus is initially perceived either consciously (in the cortex) or unconsciously (in sub-
cortical structures). Specific brain systems process this perception and generate a
bodily response. This response is often a change in the output of the autonomic ner-
vous system, the system regulating basic body physiology (e.g., heart rate, blood
pressure, respiration, and temperature). These bodily changes are also detected by
the brain and can be incorporated into the computational mix. For example, becom-
ing ...mn:“m increases heart rate. This in turn can be perceived by the brain, leading to
?:rmw Increases in heart rate in a positive feedback loop. At the point when bodily
M””wp”,_\ﬂ“” MEN 8.:85 are recognized consciously in working memory, we experi-
n i “ oy
emotional ﬁ&nwﬂ_"o%w““”_p M_Mnmn“_”m_ﬁw:m\”””_m:mho“ ; Ano:mn.M:v. _dw Rmomfn_.orﬂ,mmwp__,
action in response to the emotion, This ::ﬂ Wil n x., g sly
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How does this happen? It appears that there are several subcortical mamb..dﬁn.ﬂs

networks that contribute to emotional processing. As a result of work by h.mUoEv
Michael Davis, Michael Fanselow, and numerous others, the system that w. under-
stood in most detail is the one involved in processing fear, a primary emotion nnﬂo. il
rienced as clearly in rodents as it is in humans. In fear processing, the amygdala, a £
complex walnut-shaped brain structure with multiple sub-nuclei deep within the
temporal lobe, is a principal player. When a fear-generating stimulus is encountered,
information is routed initially through the thalamus, a subcortical way-station for
?dnmmm_.:m sensory and other inputs. The thalamus connects directly to the amygdala
for rapid assessment of inputs and also sends input to sensory neocortex for more
detailed assessment and interpretation. This simple routing allows the amygdala to
drive defensive action via its own direct connections to stress and alerting systems in
the hypothalamus and brain stem as well as to the striatum and motor system before
cortexever gets involved. The nature of synaptic contacts and synaptic delays ensures
that the amygdala gets the information before the cortex, given that more synapses
are required to get the data to cortex and distributed within cortex to working
memory. Adding to this, recent studies indicate that the amygdala also has direct
chemo-sensing properties of its own and uses acid-sensing ion channels (ASICs) to
detect changes in brain carbon dioxide levels or acid-base balance. Thus, the
amygdala can do its own direct sensory processing; in turn, this can generate rapid
emotional responses, including fear. This may be one of the reasons why changes in
respiration (hyperventilation) are so closely intertwined with emotions. Figure 4-4
highlights neural circuitry involved in fear processing (and anxiety) and the central
role of the amygdala.

The direct input from the thalamus (or cortex) flows to the lateral nucleus of the
amygdala for initial processing. The lateral nucleus connects directly to the central
and basolateral amygdaloid nuclei, which regulate emotional processing and gener-
ate output to regions controlling alertness, defensive behaviors, and hormonal
responses, with the central nucleus playing the key role as a driver of outputs to
other brain regions. These output regions include brain-stem nuclei governing
arousal and motivation (e.g., the norepinephrine, serotonin, and dopamine :.S,v..
mitter systems) as well as systems regulating neuroendocrine hormonal :.%,.EV,E in
the hypothalamus and systems mediating freezing responses ?n?..sg__ inhibition)
in periaqueductal gray. The amygdala is an important activator of stress hormones

like cortisol via its connections with the paraventricular nucleus (PVN) of the G.vo.
hin-releasing factor (CRE), which in

ticotrophic hormone).
isol does

thalamuys, resulting in the release of corticotrop
turn stimulates the pituitary to release ACTH (adrenocor
ACTH acts on the adrenal glands to promote secretion of no:_.mc_.. ﬂo:. ‘
Mmany ::.:m,,. to mediate stress responses, including acting on the brainina ?.2_7.:_“
fashion, Interestingly, changes in the regulation of cortisol secretion (altered diurna
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Figure 4-4 Fear and anxiety. The diagram depicts neural circuitry involved in processing fear and
anxiety and highlights the central role of the amygdala. While much of this circuitry is shared between
fear and anxiety, it is currently thought that the circuitry involved in anxiety engages the extended
amygdala, including the bed nucleus of the stria terminalis. See the Appendix for location of key
structures.

variation and diminished suppression with dexamethasone) are among the most
replicated biological findings in major depression and stress-related disorders.

The amygdala is also capable of synaptic plasticity, and thus it can “learn” to be
afraid. Repeated exposure to a fearful stimulus can result in a type of conditioning
that leads to an otherwise innocuous stimulus becoming associated with a fear-
producing stimulus. This is the basis for Pavlovian conditioning, and similar implicit
effects in humans may playarole in certain mood and anxiety disorders. The amygdala
also has strong bidirectional connections with the hippocampus, a brain region that
is critical for declarative memory formation and that helps to process novelty and

context. These connections can lead to even more complex forms of emotional learn-
ing that can have adverse effects on behavior. For example, a person can become
conditioned to be afraid of paired stimuli via the amygdala (e.g., becoming afraid of
a bell that is paired with a shock); one can also become conditioned to be afraid of
the place where a bad thing happened (e.g
“context” is added to the conditioning,
learning, This is called “c

., being stressed in a classroom). When
the hippocampus likely plays a role in the
" ontextual fear conditioning” and can result in excessive and
PP v ate responses when one re-enters the conditioned place—for example,
m“ﬁ ﬂ__Nz_“m a bad classroom experience to 4] classrooms. The importance of the
e i o u y emonstrating the contributions of these regions 10
perament as apredisposingrisk for mood and anxiety disorders. In primates
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E%onwawp_ anmvomn. »n.aSQ 8.6.5:5:@ to anxious temperament s heritable
whereas amygdala activity is not. This suggests different roles for genes and enviro,
ment affecting different brain regions in this behavioral phenotype. n-

The important point to remember is that there are different components to fear-
mmana;& memories, and these different components have implications for how the
memories can be controlled or eradicated. Interestingly, studies in rodents indicate
that animals can also be conditioned to recognize safety signals and environments
where bad things will not happen (e.g,, being conditioned to 2 place where a shock
will never occur). This type of learning could contribute to the effects of certain
forms of psychotherapy in humans and may help to form the basis of desensitization
Emnon&c.ca:mv therapies as well as extinction learning and conditioned inhibition.
Importantly, such learning is not necessarily “unlearning,” but more likely is an alter-
native type of learning that involves amygdala, striatum, and possibly hippocampus.

The amygdala also has connections to the PFC, with strong ties to the ventral
(orbital) PFC and the medial (midline) PEC. It is interesting to note that the
amygdala does not have strong connections to regions involved in working memory
in the dorsolateral PFC, again highlighting the idea that conscious thinking is not
really critical for amygdala function. In fact, when the amygdala is in control, work-
ingmemory is temporarily suspended. Think how difficult it is to perform well on an
examination when anxiety levels are running high; things that we ordinarily know
well sometimes cannot be consciously recalled when anxiety is in control. Lateral
PFC and working memory, however, can override the amygdala (i.e., you can think
your way out of being afraid). The relationship of working memory to amygdala pro-
cessing and the ability of the amygdala and its connections to serve as learning
devices have major implications for psychiatry and are the basis for psychotherapies
used to treat mood and anxiety disorders.

Other Emotions and Other Brain Regions

The amygdala is only one part of the “limbic system,” a distributed subcortical brain
system that is thought to play the conductors role in emotional processing. The con-
cept of the limbic system is sometimes debated—not because subcortical systems
aren't involved in emotions, but because defining what constitutes a “limbic” struc-
ture can be difficult based on complex connectivity. While the amygdala is a key
player in emotional processing, it is not the only structure involved. It is also clear
thatthe amygdala participatesin processing more than fear. For axpav._.o_ the paém.p_m
Plays a substantial role in rage (the “fight” part of the :mm!.ovamr.ﬁ awuosmmw p: m
may also trigger positive emotions, including sexual behaviors. U_mﬁ.ma :M_n eﬁo
the amygdala may be involved in different primary emotions. The :.am_p_ an v“u.m n.m
rior nuclei are thought to be involved in processing sexually o:msﬁ.& w.._—oo._””m
and erpio..m. while, as noted v—dsocm_x the lateral and central nuclei uﬁh___w”_._ .
tn Processing fear. There is also evidence that the amygdala, u_ﬁn._ . nwm._é
medial portion, is part of a basic “threat” system that appears to regulate 2er
rmrps.o—.m.
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Importantly, the amygdala itself is .n.u:_v\ o n_wawﬂgmmﬂw o%m: ”Q.zm:mmn_ &a.ﬁns
that includes the bed nucleus of the ﬁ:w termina is ( _ ) rm striatum (particy,.
larly the ventral striatum), rvﬁo“ru._ma_n nuclei 5“” _‘mmﬁ 98n M.,Eosm o=.€£ Via
the pituitary, and brain-stem nuclei that Emima.ﬁ. e oufput oI monoamine ney.
rotransmitters. Examples of these brain-stem nucleiinclude the _n.unsm coeruleus (site
of norepinephrine synthesis), the dorsal raphe ::.n_ncm Amnnonosms_w‘ and the ventry
tegmental area Eov»:i:mv. The connections .S.m involvement of these structures i,
distributed emotion-processing networks provide a framework for ::mm_.mg:&:m
how catecholamines, indoleamines, peptide transmitters, and hormones are involyed
in psychiatric disorders. Interestingly, studies in rodents and r:Ewnm suggest that
anxiety, a more persistent state of unease with less well-defined triggers than fear,
differs from primitive acute fear responses in engaging an extended amygdala net-
work, including the BNST (see Fig. 4-4). Also, involvement of the nucleus accum.
bens and dopamine in emotional processing provides a link for understanding how
emotions relate to motivation. We will discuss this in greater detail later.

Work on the fear-processing network has been greatly aided by the fact that there
are well-characterized rodent models of fear conditioning. This has allowed anatom-
ical pathways and synaptic mechanisms to be mapped in considerable detail. Similar
models for other emotions are less well developed. Nonetheless, growing evidence
indicates that specific regions in cortex are involved in emotional processing and in
the generation of conscious awareness of feelings. These cortical regions include the
anterior insular cortex (AIC), the rostral anterior cingulate cortex (ACC), and
somatosensory cortex. AIC and ACC are deeper cortical structures that receive
multimodal inputs from emotional systems and work in concert with the emotional
systems. They appear to be critical for conscious awareness of several emotions,
including disgust, affective components of pain, and motivation. Disgust is a par-
ticularly interesting example. This primary emotion reflects a visceral (gut-level)

response to a perception and may have evolved as a mechanism to assess whether
something in the environment is edible or noxious. This “gut feeling” eventually may
have taken on other meanings of social importance, such as determining “right and
wrong” (our moral standards). In other words, the level at which we experience 2
twinge of disgust may be the Jevel beyond which we will not proceed with an act.
Human neuroimaging studies of moral decision making strongly suggest that our
initial assessment in these decisions involves our emotional networks, including
v;:.: regions involved in disgust. The AIC plays a key role in these experiences and
= mme at pulling together information about homeostatic state (state of the auto-
nomicnervous system, hormonal levels, and arousal), emotional state, hedonic con:
n:_o_.i and social situations, The concept that moral standards are closely related to
emotional processing demonstrates the amazing integration of cognitive and emo-
:o”g_ mvﬁmaw. Figure 4-5 shows the location of the AIC in the human brain.
ot csonemme oo e v
(hincsienstis il >vnm :a”vx .,oo_ n.&e:nnnr&ow located below the E.u_p::“v
lection of multiple small nuclej that, Sn wﬂco:v. This region, like the amygdala, isa 0
» 10 ellect, connect the brain and endocrine systems
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Figure 4-5 Insular cortex. The figure depicts the location of insular cortex. This region plays a role in
Emrmn._mﬁ_ processing of several emotions. Abbreviation: AIC (anterior insular cortex). (Adapted

from Damasio, 2005, with permission.)

via the pituitary gland. The various hypothalamic nuclei regulate many behavioral and
homeostatic processes, including food intake, metabolism, sexual behaviors, circadian
thythms, stress responses, and the autonomic nervous system (blood pressure, respira-
tion, ﬁmBﬁmBnEdv. Even more complex behaviors such as maternal and social affiliation
appear to have strong ties to hormones regulated by the hypothalamus (e.g, oxytocin).
The details of hypothalamic function and its regulation are complex, with more than 15
subnuclei involved. The importance of the hypothalamus is highlighted by the notion
that some neuroscientists liken its actions to those of a thermostat, adjusting bodily func-
tion to meet demands. Other scientists go a step further and suggest that most of the
higher brain is designed to keep the hypothalamus under control. The importance of the
hypothalamus to behavior and psychiatric disorders cannot be overemphasized. In
recent years, some illnesses have been directly linked to hypothalamic dysfunction. A
clear example is the finding that narcolepsy, a disorder characterized by sleep attacks and
cataplexy (loss of muscle tone), involves the loss of specific hypothalamic neurons that
release the peptide orexin (also known as hypocretin). Itis possible that similar findings
will be discovered in other neuropsychiatric disorders in the future.

What Triggers Emotional Responses in the Brain?

Emotions are incredibly dynamic and powerful aspects of our mental lives. ,?Q are
capable of taking control to help us survive. Thus, it would seem that the mE::,__ :..z
trigger these responses are critical for us to recognize quickly. While 52&. is 3:
much to be learned about what triggers emotions in humans, there is ﬁES:m evl-
dence that effective triggers seem to involve “error” detection in our vz_:mlzwa
(and not necessarily conscious or correct) assessments of whether a stimulus Ao_.. an
action) meets expectations or not. When there is a mismatch between eﬁ%.ﬁ:om
and perceived (or experienced) outcome, emotional systems can be activate

to make rapid adjustments. As you might guess,
:.mmmmam g negative assessments. Furthermore,
¢motions can be quite crude, reflecting perhaps not

the most intense emotions are
the computations that activate
much more than educated
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about what is going on around us. Thus, they are also prope to
correction to adjust inappropriate responses,

In his book Iconoclast, Gregory Berns, a cognitive :o.ﬁomamsaz and w&.nra:ﬁ
f things that trigger human nE:aQ.. Berns describes seyery]
types of human fears, and his assessment provides interesting food for thought thy
be relevant to how other negative emotions (e.g., anger, sadness) are act;.
level, fear is triggered by perceived harm: threats to our we]).
interpretations, althoughlearning and memory

guesses ( vn&_.n:.o:mv
error and require their own error

discusses categories 0

may also
vated. At its most base

being. Theseare fairly straightforward . ;
eneralize these responses to less appropriate circumstances (e.g., vmnosim

ally can’t harm us). Berns also indicates that fear responses cap
ure, which in many cases can be accompa.

can g
afraid of things that re

be triggered by perceptions of loss or fail
nied by a fear of personal humiliation. This might lead to a fear of rejection or of

being isolated and ostracized from a social network. Humans are highly social ani.
mals and loss of contact with our “herd” is bad for our well-being. The final trigger for
fear responses described by Berns may be the most interesting and the one that pro-
vides deepest insight into how our brains process abstract information: this is the
fear of the unknown. We have already emphasized the concept that our brains don't
tolerate uncertainty very well. This is particularly true of our left hemispheres, which
tend to make up answers if things don’t seem coherent. Similarly, dealing with ambi-
guity and the fact that most decisions don’t have clear-cut right or wrong answers is
amajor challenge for the PFC. In the absence of certainty, emotional systems can be
used to provide more definitive responses—though not necessarily correct or useful
responses. Some cognitive scientists believe that difficulties in dealing with ambigu-
ity may be one of the earliest manifestations of serious dysfunction involving higher
brain centers. Again, this doesn’t necessarily mean that there is pathology in those
centers, only that they are struggling with the data they are confronting.

From a neuroscience perspective, it is not clear why different emotions are
triggered under different circumstances or why different emotions are triggered
in the same individual when confronted by relatively similar circumstances. It is
also not known why some individuals are prone to anxiety and others to anger or
sadness when confronted with similar situations. At one level of analysis, the com-
putation that a perceived (or real) outcome does not meet expectation might trig-
ger anxiety if the perception is one of harm, sadness if the perception is one of loss
o._. defeat, or anger if the perception is one of unfairness. The factors that bias indi-
viduals toward one or another of these determinations may have a lot to do with

roivoc.a motivational system works and how our expectations are determined by
our brains,

MOTIVATION: THE IMPORTANCE OF HAVING GOALS
How Does Motivation Work?

Motivation is i
computations .n_”.na “:ﬂa component of LeDoux’s mental trilogy. It involves the
ctermine how we set and achieve goals, Motivation is closely
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coupled to our concepts of reward and the factors that dictate our expectations. The
Bomﬁao:& (and reward) system, like the emotional systems, is old from an m«o_c.
tionary ﬁmnmvon:ﬁ. and it is closely entwined with the subcortical emotional sys-
tems. For example, in Jaak Panksepp’s scheme, the emotion called “seeking” may
reflect some of what is considered motivation since it involyes the computations
that drive animals to explore their environment. Also, the way that certain incentives
pique our interest may involve activation of emotions. These incentives can be innate
or learned. Some seem to be basic drives (e.g,, food, sex, survival) while others are
more complex and are derived from our learning and environment. Interestingly,
humans have a unique ability to use their own abstract thinking as an incentive (or
atleastasa motivator). As noted by Read Montague, humans are probably the only
animals that are willing to die for abstract beliefs—religious or political ideas, for
example. He sums this up well by saying “sharks don’t go on hunger strikes” As we
will discuss in more detail later, almost all abused drugs modulate and usurp the
activity of our motivational system via effects on the neurotransmitter dopamine.
Our motivational system involves a subcortical network that includes the nucleus
accumbens, the ventral pallidum, and the midbrain ventral tegmental area (VTA)
(Fig. 4-6). This system interacts strongly with thalamocortical systems, including
the PFC, and appears capable of computing both motivation and reward, although
these are not necessarily the same thing from a processing perspective. The VTA isa
region that synthesizes dopamine, and the dopamine released by projections from
the VTA is a key modulator in the nucleus accumbens. Dopamine’s influence also
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ns to connected areas in the rostral cingulate
n and areas in the PFC that regulate
t anticipation of a rewarq

spreads beyond the nucleus accumbe
cortex that are important for error detectiol

working memory. Based on imaging studies, it appears g.ru :
activates the nucleus accumbens and VTA, while experiencing a reward seems also

to involve the medial caudate nucleus, putamen, and eventually dorsal caudate ang
Dopamine helps to drive initial responses and to recruit

Ived in behavioral outcomes.
k? It appears that the nucleus accumbens s

supplemental motor cortex.
the more distributed circuit invo

How does the motivation system wor :
a key region that integrates input about goals, emotions, and memories, and thep

generates signals that act via the ventral pallidum to *.E_v drive motor output and
behavior. In this system, dopamine seems to play a major role as an error-detection
signal. Some have considered dopamine to be a reward signal, vc.ﬁ current thinking
suggests it plays a different role. Dopamine seems to help determine whether a per-
ception meets expectations, and it helps other regions in the network direct their
attention to important (salient) activities. What this means in practical terms is that
the firing of dopamine neurons in the VTA reflects a computational comparison of
observations and expectations. When outcomes are better than expected, dopamine
neurons in the VTA fire action potentials at increased rates, resulting in more dop-
amine being released in the nucleus accumbens, cingulate cortex, and PFC. When
outcomes fail to meet expectations, firing diminishes and dopamine levels drop.
Thus, it is the firing of these specific neurons and the release of dopamine that serves
as a “critic signal,” in the words of Montague.

What makes dopamine “motivating?” To answer this, it is important to under-
stand how dopamine acts as a neurotransmitter. It a slow monoamine transmitter as
described in Chapter 3. Thus, its actions do not drive millisecond-to-millisecond
information transfer. Instead, it acts in a more protracted and distributed fashion
across regions of the brain, changing inter- and intra-regional “tone.” Dopamine-
synthesizing neurons are clustered in several midbrain nuclei (and some other
areas), including the VTA and substantia nigra (SN). While projections from both
of these nuclei are diffuse, SN projections mainly affect motor systems in the dorsal
striatum (called nigro-striatal projections). VTA projections distribute widely to the

nucleus accumbens, hippocampus, and amygdala (mesolimbic Eo_.onaosmv and to
cingulate and prefrontal cortices (mesocortical projections). In the nucleus accum-
bens, dopamine facilitates output to the ventral pallidum, which in turn helps to
drive changes in motor activity and behavior. Dopamine does not drive neuronal
firing by itself (like glutamate does), but rather it seems to bias the activity of receiv-
ing (postsynaptic) neurons to fire in response to strong inputs. Therefore, dopamine
may ?.an:.o: as a kind of “volume control” that tells neurons to respond only to
" Sumnm (meaning that the neurons should pay attention to those signals). This
:ﬂzm_»gm 5.8 dopamine serving as a factor that helps to determine “salience” (i.¢s
e i T L
to focus attention and wgr_.:u SO ony il il We FEG IR
type of “filtering” functi g memory. In the PFC, this can also be viewed 233
§ Mnction: Under pathological conditions, where there is too much
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: : Wf?mnrm—.v timulus i
important o irrelevant. This may be a big problem for patients with mnzwwﬁhm_w

where changes in mov»:::.m. transmission are thought to contribute to defects in
working memory and cognition.

Dopamine transmission in the motivational system also appears to be critical for
reinforcement (incentive-based) learning, a type of experience-dependent process-
ing that helps us update and select goals. According to Terry Sejnowski and col-
Jeagues, reinforcement learning is the mechanism that allows us to use an ancient
prediction system (dopamine) to engage with the modern world and to learn from
that world what works and what doesn’t work. Montague describes this processasa
series of 85@:8&0:»_ steps. First, a perception Am:rﬁ. internal or external) gener-
ates an immediate signal that is compared to a stored value function in longer-term
memory. This comparison results in a “critic signal” (dopamine cell firing) as
described earlier. The product of the critic signal (dopamine) is then used to guide
choices and to select the next goal by biasing the responses of receiving neurons.
This so-called “reward prediction error signal” not only biases subsequent decision
making but also influences what is learned from the experience and is used to set
future expectations. The learning part of this experience likely reflects the involve-
ment of the hippocampus, where dopamine inputs play a modulating role and seem
to be important for the generation of certain long-term memories. Recent imaging
studies in humans have focused on understanding how the brain distinguishes
between error detection and reward processing. It appears that errors strongly
activate the posterior medial PFC (including pre-supplemental motor areas and the
rostral cingulate zone) regardless of whether the perceived error is being made by us
or by others. The latter is an example of how we learn from the behaviors of others.
In contrast, activity in the striatum (particularly ventral striatum) is engaged by
reward regardless of error status.

or too little dopamine, the brain can have trouble determinin

What Determines Our mzvaa:—:o:m..

Comparisons of expectations to outcomes play a major role in reinforcement
learning—but what sets our expectations? Clearly, they are not static and are often
context-dependent. Thus, they are subject to modifications from our emotions p.sﬁ_
our memories. Nonetheless, our expectations often reflect core and _osmmssm._:m
aspects of our selves, aspects that likely fall under the broad heading of “personality.
wmao:u:Q refers to enduring patterns of how we think about ourselves and the
world. It can be described in a number of ways, but one that we find helpful mno_d a
brain systems perspective has been championed by C. Robert Cloninger. >nnca_=w
to Cloninger, there are two major dimensions to personality: temperament an
character, Temperament reflects basic habits and skills that influence how we ::2‘”
Actwith and respond to the world. Cloninger defines four p%»nﬁ of .aaﬂmpam“_..
novelty mmoEzm. harm avoidance, reward m%m:mgnn. and persistence. :MM”M .
tnits determine how we participate in the world and include coopera d

self.
alf &_Engﬂ_:omm_ and self-transcendence.
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rge role in determining a person’s temperament wwm characte,
re also modified by experience. Hmavmn».:mznlqm;m appear to
be particularly important in determining z::mm that catch our m:a:n._oz m:.a thatare
i . Thus, it appears that these traits also help to monmzs._:m salience ang
ADipEDC A o happiest when things are statj
to set our internal expectation barometer. Are we happ! 24 & atic or
changing? Do we prefer safety over w_.mEa... c:mo_.. S_E_mﬂ ”.FS Ecﬂr moom the
approval of others mean to us? Zm:_.o_BmmSm.mEn__mm are ] elping to elucidate the
neural systems that contribute to and help to drive 58». traits. For example, novelty
seeking appears to involve a network that includes the _:Evonua..v_._mw amygdala, and
nucleus accumbens, while reward dependence appears to engage regions of the PFC
and striatum. Persistence involves lateral orbital and medial prefrontal cortices a
well as the nucleus accumbens. The role of the nucleus accumbens in these traits js
intriguing in light of its apparent role in motivation, error detection, and reinforce-
ment learning. Also, studies of novelty seeking indicate that persons with high
exploratory tendencies have diminished expression of a specific class of dopamine
receptors (D2 receptors) in ventral midbrain dopamine neurons. These individuals
also have enhanced dopamine responses to novel stimuli compared to individuals
with low novelty seeking.

These observations are important for thinking about the role of personality in
psychiatric disorders as well as potential strategies to help individuals with personal-
ity disorders deal with difficulties arising from their temperament and character.
According to Cloninger, defects in character traits are the features that indicate the
likely presence of a personality disorder, while differences in temperament traits
determine the form the disorder takes. For example, uncooperative behavior and
lack of self-directedness is observed in many personality disorders. However, the
presence of high novelty seeking and low harm avoidance in the face of these char-
acter problems correlates with exhibiting antisocial behaviors (lying, poor school
and job performance, sexual promiscuity, and fighting). Similar analyses can be

applied to other personality disorders.

We want to end this discussion by emphasizing further the important role that
motivation plays in brain function and how motivations, cognition, and emotions
are intimately intertwined. Karl Friston has hypothesized that all of us have an inter-
nal representation of the world against which we compare things to determine
whether they meet or don’t meet expectations. He argues that motivation based on
this stored “model of the world” helps the brain quickly overcome disorder (and the
m.nno:m law of thermodynamics). It forms the basis for biased attention and competi-
tion among inputs, allowing values assigned by ascending modulators (emotions) to

regulate how :”.v_:m are handled and outputs are generated. This goes a long way
ot s syt i o
how it is sampled is biased, as E“u “.r\ . zzm‘ Ot e p_._‘.
the latter is the finding E_ﬁ highl Tl e i Q.”.Bw_mo
PSP e Bhly reward-dependent individuals exhibit greatef

g memory per|

Genetics plays ala
traits, although both a

formance when in an environment where they
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5 rewarded for performance, but, interestingly, the improvement in working mem
typi cally occurs mE.._:m tasks Sm.ﬂ are not directly rewarded, They mavnoémnrw: M_N
formance by adopting a proactive cognitive contro| strategy (see earlier 38”:
of this chapter) that enhances the likelihood of reward. This again highlights h ;
motivation and cognition are intertwined. S
Appetitive (approach) aspects of motivation are largely driven by ventral striatal
circuits. Motivation can also be considered to have avoidance aspects, driven in lar e
part by amygdala-based circuits, and regulatory components mediated by Eumn
networks, again highlighting how the three components of mind are intertwined.

SUMMARY: A SIMPLIFIED OVERVIEW
OF BRAIN SYSTEMS AND MIND

We believe that conceptualizing the mind as a trilogy comprising interrelated brain
networks is heuristically valuable for thinking about psychiatric symptoms and dis-
orders. At the risk of oversimplifying these points, we will conclude this discussion
by providing a more basic summary of what we have described in this chapter.
Admittedly, the descriptions below are unsophisticated from scientific and brain
processing perspectives, but we think such simplification can help clinicians think
practically about how brain systems contribute to psychiatric problems and how to
approach those problems therapeutically.

The brain networks underlying thinking, emotions, and motivation interact
strongly, and defects across these spheres occur in all major psychiatric disorders.
Conscious thinking is the purview of the neocortex, and the PFC is central to this
process. It is the moderator, decision maker, and interpreter of everything that hap-
pens in the conscious brain. While the PEC may not be able to solve all problems by
itself, it has the best handle on where in the brain problems can be solved. Just like
the way other small-world networks self-organize and operate, the PFC contains
very highly connected nodes and has long-range connections to influence many
other brain regions. It is also subject to dysfunction and error generation when it
gets defective information from other systems.

The amygdala is critical for emotional processing. It might be considered a bit
like a ..Smﬁn:mom., that detects challenges and then works with the hypothalamus
and other homeostatic systems to alert the individual and rapidly correct ::Jmm
when deemed appropriate. The dopamine-nucleus accumbens system along with
key parts of the PEC is important in motivation and can be viewed a bitlike a vnrew
loral “thermostat” When mismatches between expectation and outcome occur, this
System helps the brain adjust and reset its compass. We will deal with the EwmoSE.
Pus in futyre chapters, but for now it is important to understand its _@ role in han-
&_Hsm convergent inputs. It functions a bit like an “integrator 8 .p.a r.:&rg _ow Mm
:.::mm together, including our memories and emotions, resulting =.~ even :n. er pwws.
€lations and memories based on experience. Almostall processed Sm.:_:w:o._” noia
tually finds ies way to the hippocampus and it, in turn, is capable of sharing its
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le brain systems. The hippocampus is u._mo critical for novelty

sidered “new” end up in this system. Finally, the
anterior insula and rostral cingulate cortex serve :...io:.,:“ _.o__uwm m.m ..M:E_.?”maa..
helping to bring interoceptive (internal) _‘..%_‘mmn:z:o:m an m=r ‘_mnzﬁ. experiences
to awareness and thus to influence behavior. These two areas hel w_ to interpret the
activity of the ancient evolutionary systems m.o~ ﬁrm.:_o_d recently evolved PF(,
While we have singled out a few key regions, it is w_wc._a.vozmzn to keep the gener|
ICN concept in mind: these regions do not function in isolation m:m are all parts of
distributed brain circuits that interact and guide B»:S_. v...o%&.:m. Furthermore,
derstanding of the complexities of interactions within and across brain sys.
ncy and as new information is gained systems neuroscience
contains more than 50% of all brain neurons

processing with multip
detection, so things that are €0

our un
tems remains in its infa

advances. For example, the cerebellum .
and has largely been thought to regulate motor function. Some evidence suggests

that this is overly simplistic and this region may also participate in networks under-
lying language, mood, and executive control.

It is also important to realize that these brain systems do not result in anything

akin to a computer or camera. They make mistakes by taking energy-saving short-
cuts, but in healthy brains, they do an amazing job of correcting those mistakes, lead-
ing to coherent thinking, feeling, and behavior. This is even more amazing when we
take into account the fact that our brains combine ancient systems (amygdala and
nucleus accumbens) with intermediate (hippocampus) and relatively modern (neo-
cortex) additions. In his book The Accidental Mind, David Linden refers to such an
arrangement as a “kludge,” a term that loosely means a bunch of things piecemealed
together that somehow seem to get the job done. From an engineering perspective,
itis not clear that this is the optimal way to design a great computational device, yet
this system does more than even the most sophisticated computers in terms of pat-
tern recognition, abstraction, and concept generation. It is amazing how well it
works ... most of the time.

Points to Remember

Psychiatric disorders are brain disorders and reflect dysfunction across all aspects
of mind—cognition, emotion, and motivation.

Certain symptoms may predominate in certain illnesses (e.g., emotional problems
in mood or anxiety disorders), but problems with cognition, emotion, and
motivation are almost always comorbid. The way the brain is wired as a global
network almost ensures comorbid symptoms across these three domains
when things go wrong.

While the brain is a complex organ, mental processing can be effectively described
and —5%;8& in terms of systems neuroscience and ICNS, As we will discuss
further in subsequent chapters, defects in specific ICN's can predict psychiatric
QEEo:.; and can serve as targets for rehabilitative efforts and psychotherapies.
Defects in Sw_nnc_m: mechanisms are more likely to be amenable to specific
_u__uzsnno_ow_nu_ interventions,
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